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Abstract—Traffic flow prediction is a fundamental problem in transportation modeling and management. Many existing approaches fail to provide favorable results due to being: 1) shallow in architecture; 2) hand engineered in features; and 3) separate in learning. In this paper we propose a deep architecture that consists of two parts, i.e., a deep belief network (DBN) at the bottom and a multitask regression layer at the top. A DBN is employed here for unsupervised feature learning. It can learn effective features for traffic flow prediction in an unsupervised fashion, which has been examined and found to be effective for many areas such as image and audio classification. To the best of our knowledge, this is the first paper that applies the deep learning approach to transportation research. To incorporate multitask learning (MTL) in our deep architecture, a multitask regression layer is used above the DBN for supervised prediction. We further investigate homogeneous MTL and heterogeneous MTL for traffic flow prediction. To take full advantage of weight sharing in our deep architecture, we propose a grouping method based on the weights in the top layer to make MTL more effective. Experiments on transportation data sets show good performance of our deep architecture. Abundant experiments show that our approach achieved close to 5% improvements over the state of the art. It is also presented that MTL can improve the generalization performance of shared tasks. These positive results demonstrate that deep learning and MTL are promising in transportation research.

Index Terms—Deep learning, multitask learning (MTL), task grouping, traffic flow prediction.

I. INTRODUCTION

Traffic flow prediction aims at estimating the number of vehicles given a specific region and a time interval, which is an important problem to address in transportation management [21], [34], [36]. Reliable, accurate, and consistent real-time traffic flow prediction should support: 1) real-time route guidance in advanced traveler information systems for saving time and money; 2) reliable traffic control strategies in advanced traffic management systems for reducing traffic congestion and accidents; and 3) the evaluation of these dynamic guidance and control strategies [37]. Much research has been focused on this subject in recent years. Existing traffic flow prediction approaches can be divided into three categories.

1) Time-series approaches [8], [18], [31], [32]. These approaches, such as the autoregressive integrated moving average (ARIMA) model [32] that is extended from the autoregressive–moving average (ARMA) model [18] with an extra procedure of difference, focus on finding the patterns of the temporal variation of traffic flow and then use that information for prediction.

2) Probabilistic graph approaches [26], [28], [35]. The modeling and forecasting of traffic flow is done from a probabilistic graph perspective, such as a Bayesian network, a Markov chain, and Markov random fields (MRFs).

3) Nonparametric approaches [2], [4], [23], [24]. Researchers demonstrated that nonparametric approaches generally perform better due to their strong ability to capture the uncertainty and complex nonlinearity of a traffic time series. Some representative methods are artificial neural networks (NNs) [3], [24], support vector regression (SVR) [2], and local weighted learning (LWL) [23].

Most systems possess three failings. First, most are shallow in architecture. For NN approaches, most of the architectures are designed with one single hidden layer [3], [12], [37]. One of the reasons may be the unsuccessful training strategy for an NN with multiple hidden layers [11]. For other methods such as time-series approaches, a linear architecture is often preferred. Second, tedious and error-prone hand-engineered features are needed for some approaches. They require prior knowledge of specific domains for feature extraction and selection. Finally, they usually predict the traffic flow of each road separately.

Take the ARIMA model as an example. It predicts the future traffic flow of a road only based on previous traffic flows observed from the road. It neglects sharing knowledge among related roads. As we know, a transportation system is a highly correlated network [29]. It is better to do traffic flow prediction from a network perspective to use the shared knowledge from related parts of the network.

In this paper, we attempt to define a deep architecture for traffic flow prediction that learns features with limited prior knowledge. This is achieved by training a deep belief network (DBN) according to the work of Hinton et al. [10], [11]. The key idea is to use greedy layerwise training with stacked...
restricted Boltzmann machines (RBMs), followed by fine-tuning. The DBN is used for unsupervised feature learning in traffic flow prediction. The DBN has been found to be very effective in learning the representative features from the data in an unsupervised fashion [13], [15]. Large data industries, such as Google and Microsoft, are also employing deep learning in their prediction tasks [6], [7]. For a transportation system, such as a typical complex system, the DBN can help us in learning and capturing effective features without prior knowledge. Upon them, a regression layer can be added for supervised training. The whole structure can be seen as a pattern learning scheme. Moreover, to bring the idea of multitask learning (MTL) [1], [5] into our study, we integrate several tasks together and jointly train the model in the top level of our deep architecture, instead of training each task separately. MTL can take full advantage of weight sharing in the DBN to provide better prediction results. Furthermore, we demonstrate that both homogeneous and heterogeneous tasks can improve the overall performance. To make multitask regression more effective, an adaptive task grouping method is proposed, instead of training all tasks jointly. The contribution of this paper could be summarized in three aspects.

1) To the best of our knowledge, this paper is the first attempt to introduce deep learning approaches into transportation research. The characteristics of transportation systems, such as the large amounts of data and the high dimensions of features, would make deep learning a promising method for transportation research.  

2) Learning several related tasks together can provide better results in a transportation system. We proposed a deep architecture that integrates with MTL very well. It is demonstrated that MTL, which predicts traffic flow jointly, outperforms building predicting models separately. We investigated the effect of both homogeneous and heterogeneous tasks to validate the usefulness of MTL.

3) We proposed a grouping method based on the weights of the top layer in our deep architecture to group related tasks for better overall performance. Weight sharing of a deep network is considered in grouping.

The rest of this paper is structured as follows. Section II presents the background knowledge of traffic flow prediction and a DBN. In Section III we introduce our deep architecture for traffic flow prediction and MTL schemes. Section IV gives the experimental results of our approach and the analysis of these results. Finally, the conclusion and future works are described in Section V.

II. BACKGROUND

A. Traffic Flow Prediction

Traffic flow prediction has been long regarded as a critical problem for intelligent transportation systems. It aims at estimating the number of vehicles in a road or a station in several time intervals into the future. Time intervals are usually defined as short-term intervals varying from 5 to 30 min. For operational analysis, the Highway Capacity Manual [16] suggests using a 15-min time interval.

Two types of data are usually used in traffic flow prediction. The first type of data is collected by sensors on each road, such as inductive loops. The task is to predict the traffic flow on each road or segment. The other type of data is collected at the entrance and exit of a road segment. For example, we would get a card from the toll station entering a highway and have to turn it back when we leave the highway. This kind of data is referred to as the entrance–exit station data. Despite predicting the traffic flow on each road, another task is to forecast the traffic flow in each station, particularly the exit station. In addition to these two common types of data, a variety of data sources, such as lidar, radar, and video from surveillance cameras [19], have emerged in traffic flow prediction research. In this paper, the data from the California Freeway Performance Measurement System (PeMS)\(^1\) are used as the first type of data, and the data from a highway system in China are used as the second type of data.

The traffic flow of the \(i\)th observation point (spatial identification, road, or station) at the \(t\)th time interval is denoted by \(f_{i,t}\). At time \(T\), the task is to predict traffic flow \(f_{i,T+1}\) at time \(T+1\) based on the traffic flow sequence \(F = \{f_{i,t}|t \in O, t = 1, 2, \ldots , T\}\) in the past, where \(O\) is the full set of observation points (roads and stations). Some works may focus on predicting the traffic flow of the next several time intervals from \(T + 1\) to \(T + n\) as well.

Traffic flow prediction consists of two steps, i.e., feature learning and model learning. Feature learning learns a feature representation model \(g\), which extracts and selects the most representative features from the traffic flow sequence \(F\) of all stations in the past. After feature learning, the traffic flow sequence is transformed into feature space \(g(F) \rightarrow X\). Prediction task \(f_{i,T+1}\) can be represented as \(Y\). In some approaches, feature learning is usually hand-engineered. Some important factors for transportation, such as speed, the volume of vehicles, and density, are calculated from raw data and used as features for prediction. Moreover, in most approaches, only time-series features are employed for prediction. For example, the ARIMA model only selects the previous traffic flow of a specific point \(j\) as

\[
\forall y_j = f_{j,t+1}, \quad x_j = \{f_{i,t}|t=T, T-1, \ldots , T-m+1\}
\]

where \(m\) is the time step in the ARIMA model. It does not use any extra data, except the history traffic flows for task \(j\) itself. Feature learning generates appropriate features as the input for the prediction model. Model learning is a supervised learning problem. Given the feature \(X\) and task \(Y\) pairs obtained from history traffic flow \(\{(X_1, Y_1), (X_2, Y_2), \ldots , (X_n, Y_n)\}\), it learns the best parameters for predicting model \(\hat{Y} = h(X)\) that minimizes the loss function, i.e.,

\[
L(Y, \hat{Y}) = \frac{1}{2}(Y - \hat{Y})^2.
\]

Although the specific form of predicting models may be different, the objective function is always similar.

\(^1\)http://pems.dot.ca.gov/
Another preliminary is the measurements for traffic flow prediction. Two most commonly used measurements are the mean absolute percentage error (MAPE) and the root-mean-square error [37]. MAPE is used as the basic measurement in our study, as reported in Section IV. It is computed as

$$\text{MAPE}(y, y') = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - y'_i|}{y_i}.$$  

(3)

B. DBN

Recent work on deep learning has demonstrated that deep sigmoidal networks can be trained layerwise to produce good results for many tasks such as image and audio classification [10], [13], [14]. The idea of deep learning is, first, using large amounts of unlabeled data to learn a feature presentation by pretraining a multilayer NN in an unsupervised way and, then, using labeled data for supervised fine-tuning to slightly adjust the learned features for better prediction.

The DBN is the most common and effective approach among all deep learning models. It is a stack of RBMs, each having only one hidden layer. The learned units’ activations of one RBM are used as the “data” for the next RBM in the stack. Hinton et al. proposed a way to perform fast greedy learning of a DBN, which learns one layer at a time [10].

An RBM is a particular type of MRFs. It is an undirected graphical model in which visible variables $v$ are connected to stochastic hidden units $h$ using undirected weighted connections [30]. They are restricted that there are no connections within hidden variables or visible variables. The model defines a probability distribution over $v$, $h(P(v, h))$ via an energy function $(E(v, h; \theta))$ [30]. Supposing it is a binary RBM, it can be written as

$$- \log P(v, h) \propto E(v, h; \theta)$$

$$= - \sum_{i=1}^{[V]} \sum_{j=1}^{[H]} w_{ij} v_i h_j - \sum_{i=1}^{[V]} b_i v_i - \sum_{j=1}^{[H]} a_j h_j$$  

(4)

where $\theta = (w, b, a)$ is the parameter set, $w_{ij}$ is the symmetric weight between visible unit $i$ and hidden unit $j$, and $b_i$ and $a_j$ are their bias. The number of visible and hidden units is represented as $[V]$ and $[H]$, respectively. This configuration makes it easy to compute the conditional probability distributions, when $v$ or $h$ is fixed, as

$$p(h_j|v; \theta) = \text{sigm} \left( \sum_{i=1}^{[V]} w_{ij} v_i + a_j \right)$$

$$p(v_i|h; \theta) = \text{sigm} \left( \sum_{j=1}^{[H]} w_{ij} h_j + b_i \right)$$  

(5)

where $\text{sigm}(x) = (1/(1+e^{-x}))$ is a sigmoid function. The parameters of the model $\theta = (w, b, a)$ can be learned using contrastive divergence [9] effectively.

Then, we can stack several RBMs together into a DBN. The key idea behind training a DBN by training a series of RBMs is that the parameters $\theta$ learned by an RBM define both $p(v|h, \theta)$ and prior distribution $p(h|\theta)$ [17]. Therefore, the probability of generating visible variables can be written as

$$p(v) = \sum_h p(h|\theta) p(v|h, \theta).$$  

(6)

After $\theta$ is learned from an RBM, $p(v|h, \theta)$ is kept. In addition, $p(h|\theta)$ can be replaced by a consecutive RBM, which treats the hidden layer of the previous RBM as visible data. This way, it can improve a variational lower bound on the probability of the training data, as introduced in [10]. The DBN can be used as an unsupervised feature learning method if no labels are provided.

III. LEARNING ARCHITECTURE

In this section, we first propose a deep learning architecture (DLA) for traffic flow prediction. Then, we describe how to incorporate MTL into our learning architecture.

A. DLA

Many previous approaches of traffic flow prediction are shallow in architecture. Instead, we advocate a deep architecture in this paper. For transportation systems such as a complex system, one single hidden layer usually would not be enough in describing the complicated relations between inputs and outputs. A deep architecture can show its advantage in dealing with these complicated relations. In addition, the deep architecture could learn features with as less prior knowledge as possible.

Here, we employ a DBN for unsupervised feature learning and add a regression layer above the DBN for traffic flow prediction. Training a deep multilayered NN is generally difficult because the error gradient would explode or vanish when the number of layers increases. Recent work on deep learning has made training deep NNs more effective since Hinton’s breakthrough in 2006 [10]. Then, we use a sigmoid regression at the top layer in our approach so that we can perform supervised fine-tuning on the whole architecture easily. The sigmoid regression layer can be also replaced with other regression models such as SVR.

Our deep architecture for traffic flow prediction on a single road or station is summarized in Fig. 1(a). Input space $X$ is, generally, the raw data we collected. To perform prediction from a network perspective, we let all the observation points be in the input space. Moreover, we use the traffic flow of several previous time intervals. Therefore, the input space is large $(|O| \times k)$, where $|O|$ is the number of observation points, and $k$ is the number of time intervals. The number of previous time intervals in the inputs $k$ is the only prior knowledge we need to build the predicting model. We tested several values of $k$ and chose the best value through cross validation ($k = 4$ here). Unlike other NN-based approaches, we did not apply any artificial feature extraction and selection from the raw data. The only preprocessing work is normalizing the traffic flow into $[0, 1]$. Input vector $X$ can be represented as $X = \{x_i^t|t \in T; i \in O\}$, where $x_i^t$ is the normalized number of vehicles in observation point $i$ in time interval $t$. 
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Fig. 1. Deep architecture for traffic flow prediction. (a) DBN at the bottom for unsupervised feature learning with a sigmoid regression layer at the top for supervised prediction. It is an architecture for traffic flow prediction of a single road. (b) All tasks are jointly trained via multitask regression.

Unlike the binary RBM, as introduced in Section II-B, we replace it with real-valued units [22] that have Gaussian noise to model the traffic flow data. Energy function and conditional probability distributions are given as

$$-\log P(v, h) \propto E(v, h; \theta)$$

$$= \sum_{i=1}^{|V|} \frac{(v_i - b_i)^2}{2 \sigma_i^2} - \sum_{j=1}^{H} a_j h_j - \frac{1}{2} \sum_{i=1}^{|V|} \sum_{j=1}^{H} \frac{v_i - h_j w_{ij}}{\sigma_i}$$

$$p(h_j | v; \theta) = \text{sigm} \left( \sum_{i=1}^{V} w_{ij} v_i + a_j \right)$$

$$p(v_i | h; \theta) = N \left( b_i + \sum_{j=1}^{H} h_j w_{ij}, \sigma_i^2 \right)$$

where $\sigma$ is the standard deviation vector of Gaussian visible units, and $N(\mu, \sigma^2)$ is the Gaussian distribution with mean $\mu$ and variance $\sigma$.

Since the traffic flows of all the observation points are used as input data, we have to regularize the model for sparsity [15]. We encourage each hidden unit to have a predetermined expected activation by a regularization penalty of the following form:

$$\lambda \sum_{j=1}^{H} \left( \rho - \frac{1}{m} \sum_{k=1}^{m} E[h_j | v^k] \right)^2$$

where $\rho$ determines the sparsity, and $v^k$ is a sample in the training set with $m$ total samples.

We can treat the DBN on the bottom as a feature learning model. Each layer in the DBN is a process of nonlinear feature transformation. Features learned in the top layer of the DBN are the most representative features for modeling the data. It can be denoted by $H^p = \{h_1^p, h_2^p, \ldots, h_m^p \}$, where $p$ represents the top layer, and $m$ is the number of features in the top layer. The representative features are learned in an unsupervised way and can be used for various tasks, such as classification and regression. In our architecture, the most representative features $H^p$ are used as the input vector for prediction (the top regression layer). Moreover, since we employ sigmoid regression in the regression layer, the whole structure can be seen as a complete structure of an NN. Features learned from the DBN can be fine-tuned via error backpropagation on the whole structure by using labeled data for better prediction. It is also feasible if we do not perform fine-tuning on the whole structure. Then, the DBN is the feature learning model, and the sigmoid regression layer is the prediction model.

In conclusion, we use an example to go through the whole process of the prediction model and demonstrate the advantage of our deep architecture. First, we use the raw data of all the observation points as the input so that only limited prior knowledge on the transportation system is required. Then, a DBN is applied in learning the representative and robust features from the inputs via several layers of nonlinear feature transformation to describe the complex mapping of inputs and features in the transportation system. Finally, a regression layer is used to produce the predicted results from the features learned by the DBN. The result can be more accurate since the features learned by the DBN are more representative.

B. MTL

MTL, which learns several tasks at the same time with the aim of a mutual benefit, is a paradigm in machine learning [1]. It can improve learning for one task by using the information contained in related tasks via learning tasks in parallel while using a shared representation. The information from one task can help the related tasks to be learned more effectively.

In a transportation system, all roads and entrance–exit stations are connected to each other. There is a lot of shared information among these roads and stations. Therefore, it is promising to incorporate MTL in our architecture. We consider the prediction of one road or station as a task. In a single-task learning approach, we can train the regression layer for each task separately [as shown in Fig. 1(a)]. We may have to build a deep architecture for each task if we want to employ fine-tuning on the whole structure. In our MTL architecture, we put a group of related tasks together in the top regression layer. These tasks are trained and later fine-tuned via backpropagation jointly. It is thus reasonable to expect better results for each task when learning other related tasks at the same time. Sharing
deep layers in the DBN would improve the features produced by these deep layers via joint fine-tuning and improve the generalization performance. Thus, improvements are gained from weight sharing.

In MTL, tasks can be divided into homogeneous and heterogeneous tasks. The difference between them is that heterogeneous tasks can also consider sharing information between tasks from heterogeneous data sources. It is also referred to as multimodal learning in some studies [20]. In our case, homogeneous tasks refer to the same kinds of observation points (all roads or all stations). The traffic flow in related roads and sections would share similar patterns, even similar values. Therefore, it is valuable to consider MTL in the deep architecture for traffic flow prediction. As shown in Fig. 1(b), a multitask regression layer, instead of a simple regression layer, is above the DBN. Not only the features are shared in multitask regression but also the process of supervised fine-tuning. In a single-task deep architecture, fine-tuning is done for each task separately. While in the multitask architecture, several related tasks would perform fine-tuning of the whole architecture jointly. It is beneficial for learning better features and improving the overall performance. In the process of fine-tuning, the model tends to find a group of weights that can produce better overall performance.

In heterogeneous MTL, the tasks of roads and stations can integrate with each other. Although the traffic flows of roads and stations are different in quantity and variation trends, they are highly correlated, and they all imply patterns of the transportation system. Vehicles enter a highway from an entrance station and leave a highway from an exit station several time intervals later. Traffic flow on the road is highly related with the number of vehicles entering and leaving the highway. Therefore, there is a lot of sharing information between roads and stations. Simultaneously training heterogeneous tasks can improve the performance of the model as well. We give an illustration of the heterogeneous multitask architecture for traffic flow prediction in Fig. 2. The input for the model is also heterogeneous, and the traffic flows of roads and stations are integrated together. The model tends to learn a shared feature representation for all tasks. Then, the shared feature representation can be used for heterogeneous tasks.

C. Task Grouping

An important problem in MTL is grouping. Only grouping related tasks together can improve the overall performance. It is demonstrated in [1] that improvements are made when the tasks that were jointly trained are related to each other. That is, weight sharing is effective in related tasks, whereas it is useless in unrelated tasks. Grouping aims to find the most related tasks for the best overall performance.

Since the transportation network is highly correlated, the most simple grouping method for traffic flow prediction is putting all tasks together. It may improve the performance to some extent, but it is not the best approach. Many clustering approaches can be used to find related tasks in traffic flow prediction. We can cluster spatially nearby roads or stations together as related tasks. Grouping can be also done by clustering according to the number of vehicles or the variations of the traffic flow [12], [25].

Most aforementioned clustering methods use the data for grouping. Since MTL is achieved by weight sharing, using the weight in the deep architecture may be better for grouping. Here, we propose a weight clustering method, which finds related tasks according to the weight of the top layer of the deep architecture. Notice that the deepest layer of the DBN is the most representative and most useful features learned from the data. It is used as the input data for the regression layer above and shared for all the related tasks. Therefore, weights in the regression layer can be seen as the connectivity of each task to these representative features. With the top layer features $H^p$, we can derive a weight distribution $W^p_i = \{w^p_{1i}, w^p_{2i}, \ldots, w^p_{mi}\}$ for each task $i$ by training the prediction model for each task separately or all the tasks together. Clustering according to the top layer weights can group tasks with similar weight distributions together. These tasks would have similar relationships to representative features $H^p$. As a result, there would be more sharing of information between these tasks. Different techniques can be employed in the detailed clustering process. Simple $K$-means is adopted in our experiments.

IV. EXPERIMENTS AND RESULTS

A. Experimental Settings

Data Sets: Two data sets are used in this study. One benchmark data set is the PeMS data set. PeMS is the most widely used data set in traffic flow prediction. The data are collected from inductive loops, and the task is to predict the traffic flow on the road near the loop detector. This system continuously collects loop detector data in real time for more than 8100 freeway locations throughout the State of California. Then, the data are aggregated as counts of cars into 5-min periods and are accessible in the Internet for research. We further aggregate the data into 15-min periods, as suggested by the Highway Capacity Manual. The traffic flow of a road is obtained from averaging all the loop detectors in the road. Then, we choose roads of top 50 traffic flows for study since roads with large traffic flows attract more attention in transportation research. We average the data of the loop detectors in the same road to compute the traffic flow of a link road. Another data set we employed is from
the highway system of China [the entrance–exit station of a highway (EESH)]. In each EESH, there is a station for charging and recording related information. Data are collected in each station and aggregated into 15-min periods. Two prediction tasks are concerned in the EESH, i.e., predicting the traffic flow in each station and predicting the traffic flow on each road from the station flows. The traffic flow on the road is collected by loop detectors, which are similar to PeMS. However, only eight loop detectors are employed in the highway we studied. The task for PeMS is road traffic flow prediction, whereas the task for the EESH is station flow prediction in default. The EESH is mainly used in MTL experiments.

Input and Output: The input (the feature vector) in the model is the traffic flow of all observation points in previous $k$ time intervals. The traffic flow is represented as the number of vehicles, and it would be normalized by dividing the maximum traffic flow. The output of the model is the prediction value of traffic flow in the next time interval of an observation point. In Section III-B, the output would be the traffic flow of the related observation points instead of a single point.

Training and Testing Data: Both data sets contain data during 12 months in 2011, and we use the data of the first 10 months as the training set and the later 2 months as the testing set.

Evaluation Metrics: MAPE is used for error measurement. We can get the mean accuracy (MA) by $MA = 1 - MAPE$. For the overall performance evaluation, we use the weighted MA (WMA), which takes the traffic flow as weight, and it implies the aim of predicting high-flow areas more accurately.

Architectures: There are several parameters that we have to define for the deep architecture for traffic flow prediction, such as the nodes in each layer, the layer size, epochs, and the time intervals $k$ of the input data, as introduced. These parameters are determined through cross validation only on the training set to ensure fairness when comparing with other approaches. In the next section, we will further analyze the effect of each parameter on the final results.

Although deep learning costs a lot in storage and computation, most of the experiments can be finished in less than 1 h in a single machine with Core i3 central processing unit, 4-GB memory, and 512-MB graphics processing unit (GPU) memory. During the process of computing, we used the GPU for acceleration.

### B. Structure of Deep Architecture

Our model contains several parameters to be defined for building the architecture. Time intervals $k$, which determine the structure of the input data, range from 1 to 16 (15 min–4 h). We choose the layer size from one to seven layers. For simplicity, the number of nodes in each layer is set to be the same. It is chosen from $\{16, 32, 64, 128, 256, 512, 1024\}$. The epochs of training are also important in the learning phase. The model would overfit in training data when the number of epochs is too large. We let the epochs range from 10 to 100 with 10 as a gap. We first randomly choose each parameter from the possible set, and then, we choose the best configuration from 1000 random runs. The best structure we recorded is as follows: layer size = 3, nodes in layers = 128, epochs = 40, and time intervals $k = 4$.

Then, we test the effect of each parameter on our deep architecture while keeping the other parameters fixed. In this step, the testing set is used to evaluate the generalization error. It is possible to find a better parameter configuration using grid search or other heuristic searching methods. However, due to the large search spaces, it would be very tedious and computationally unacceptable. Random search in a fixed set is preferred in our experiments. The default task for structure parameter selection is traffic flow prediction on PeMS.

First, we examine the influences of different network structures. The issue of network size is one of the most typical problems for NN design. The learning time and the generalization capability of the particular NN model are highly affected by the network size parameters. The result is reported in Tables I and II. Table I shows the WMA, the number of weights, and the training time with variations of the number of layers. In this experiment, the number of nodes in each layer is similarly fixed (128 here). The performance can be improved with the increase in layers from one to three. More complex structures do not have advantages over a three-layer structure. Since we only employ the training data for 10 months, models with very complex structures would be underfitted. The number of weights and the training time show the spatiotemporal complexity of each model. They almost linearly increase with the increase in layers.

Table II gives the result of the variation of the number of nodes in each layer. Similarly, 128 nodes in each layer is the best choice. Unlike the result of the number of layers, the spatiotemporal complexity increases exponentially. More nodes in each layer would cause unnecessary burdens for model training and compromise the performance. However, fewer nodes in each layer may lead the model to not be able to learn representative features. For the consideration of both simplicity and accuracy, the structure of three layers with 128 nodes in each layer is used in the later experiments.

Then, we investigate the effect of epochs and input time intervals $k$. Fig. 3 shows the curve of accuracy on the training set and the testing set as a function of the number of epochs. With the increase in epochs, the error on the training set can be improved, whereas the generalization capability does not.
improve if the number of epochs is larger than 40. The model seems to be overfit on data when the number of epochs is too large. Apparently, large epochs, which would lead to a large temporal cost, is not appropriate in our model, although they can improve the accuracy on the training set.

For time intervals $k$ (see Fig. 4), a large $k$ would increase the size of the first layer, which can be seen from the number of weights. It is almost a linear increasing trend, but it fails at improving the performance after $k = 4$. The average travel time of cars on the road is about 1 h (four time intervals). Therefore, the traffic flow of each road in four time intervals is most related to each other. If $k$ is over 4, more unrelated inputs would make the complex architecture have difficulty learning a good representation. In fact, time intervals $k$ for each task (road or station) should be different. For roads with more long distance cars, a big $k$ may be better. We should separately choose an appropriate $k$ for each task instead of choosing the same $k$ for each task for the best overall performance. However, for the simplicity of computation and later MTL, we used a fixed $k$ for each task in this paper.

C. Results of DLA

In this section, we investigate the learning and generalization capabilities of our DLA, and we compare it with other existing approaches. Several widespread methods are employed for comparing approaches in this study. They are the ARIMA model [32], the Bayesian model [28], the SVR model [2], the LWL model [23], the multivariate nonparametric regression model [4], the NN model [24], and the NN-S model [3]. These models are trained and tested using the same training and testing sets as used for the deep architecture, whereas the input data may be a little bit different. The input data for the NN and NN-S methods are the same with the input for our deep architecture. Only single-task learning is considered for the sake of fair comparison.

We first give an illustration of the performance of our approach in Fig. 5. The prediction of the number of vehicles and that of the real number of vehicles for the first day and the first week in the testing set are presented in Fig. 5. Our approach cannot follow the fluctuation of the number of cars when the traffic flow is low. The fluctuation is random in nonpeak periods of the day. The DLA tends to predict an average flow at that time. Our deep architecture is effective in peak times with a large traffic flow. The prediction of the traffic flow and that of the real traffic flow can match very well. It implies that the deep architecture is useful in learning the patterns of a transportation system. Since the prediction for peak times attracts more attention in a transportation system, our approach would be promising in traffic flow prediction.

Then, we compare our approach with existing methods. Four tasks are used here to evaluate each method: 1) predicting the road with the largest traffic flow; 2) predicting roads with traffic flows in the top 50 (the reported result is the weighted average of 50 roads); 3) predicting the traffic flow of the top 50 roads in peak times; and 4) predicting the traffic flow of the top 50 roads in several time intervals in advance. The results are demonstrated in Fig. 6. In Fig. 6(a), our DLA without hand-engineered features can outperform all existing approaches. For the road with the largest flow, all the approaches work well. The accuracy is over 90%, as reported in many existing
Transportation administrators have to estimate the possible term traffic flow prediction in a transportation system [33]. The advantage of the DLA is more obvious when we take the top 50 roads into account. Existing approaches are not very effective for roads with middle and low levels of traffic flow. Due to the ability to deal with a nonlinear structure and unsupervised feature learning, the DLA can provide favorable results in almost all the roads, with an improvement on the weighted overall accuracy by over 3%. If we take the average MA into account without the weight, improvements are more obvious (over 5%). This is because improvements are bigger when only examining the middle flow or small flow roads. Roads with middle or small levels of traffic flows are not only dependent on themselves but are also related with other roads. Predicting from a network perspective would be more appropriate in this situation. In addition, middle or small flow roads are influenced by more factors than large flow roads. Unsupervised feature learning can demonstrate its advantage. The deep learning method can improve the prediction performance by discovering better feature representations. Prediction in peak times (8:00–11:00 and 16:00–19:00 in the experiments, which are determined by the traffic flow) performs nearly the same as prediction in all time periods, as presented in Fig. 6(b). The accuracy of the DLA does not drop a lot. The advantage of the DLA is still near 3%. In some roads, the prediction in peak times is even more accurate than the prediction in nonpeak times [Fig. 5(a) may be an example].

Fig. 6(c) demonstrates another advantage of our deep architecture. It is required in existing approaches that the input data should be strongly related with the output. Thus, they are usually limited in short-term traffic flow prediction. Accuracy would decrease a lot when predicting the traffic flow of several time intervals in advance. However, the DLA can be still robust for long-term traffic flow prediction. We take the top 50 roads into account in the experiments. The improvements of the prediction accuracy would increase from 3% to near 7% when the prediction time interval is increased from 15 to 60 min. We also examined the case of 12 h later. The accuracy of the DLA is still over 75%, whereas for the ARIMA model, it is only near 60%. Long-term traffic flow prediction is as important as short-term traffic flow prediction in a transportation system [33]. Transportation administrators have to estimate the possible traffic congestion in advance and make better transportation induction and guidance, and drivers also want to know the possible transportation status before they start a trip (usually several hours in advance).

In conclusion, the deep learning method is effective in traffic flow prediction. It can imply the complex relationship of a transportation system. The advantage of unsupervised feature learning would make this approach easier for application. It is promising to apply deep learning into transportation research. Many related transportation problems, such as transportation induction and transportation management, can employ the deep learning method for better results.

D. Results of MTL

The results reported earlier were all obtained in a single-task learning fashion. Here, we validate the effectiveness of MTL. The comparisons of single-task learning and MTL are all made under our deep architecture. The EESH is used here because it supports different kinds of MTL tasks.

We first examine the performance of homogenous MTL. We train a deep architecture with all tasks in the top layer and compare it with training each task separately. The results are presented in Fig. 7. Task refers to exit station flow prediction in Fig. 7(a), whereas it refers to road traffic flow prediction in Fig. 7(b). In Fig. 7(a), we can see that jointly training all tasks can improve the accuracy for most of the stations (about 90%). The accuracy improvements for some tasks can reach 4%. Similarly, for road flow prediction on the EESH, as shown in Fig. 7(b), training an eight-task learning model can improve the accuracy a lot (2.2% on average). Jointly training all tasks is the most convenient method because it only needs one run of fine-tuning rather than fine-tuning for each task. However, it is not the most effective method. As demonstrated in Fig. 7(a), not all the tasks benefited from MTL. Most of the improvements are not very significant (less than 2%) in fact. It is not the most optimal approach because some of the tasks are not related. Unrelated tasks may have a negative effect on model training. As in Fig. 7(b), only eight tasks are trained and learned together. These tasks are not only similar in traffic flow but also very near from a spatial perspective. They can be seen as related tasks.
Therefore, all tasks benefited from MTL. We can improve the overall performance via better grouping, which only integrates the most related tasks into a group. Experiments on grouping would be introduced later.

For heterogeneous MTL, we tested multiple settings, as shown in Table III. Single-task learning is used as the baseline here. The results of MTL for stations and roads are the same as those for homogenous MTL. Then, we integrate the input of station flow prediction and road flow prediction together. For the output, we also put two heterogenous tasks together. We can see in Table III that such kind of heterogenous MTL is effective. The weighted overall accuracy can be improved compared with single-task learning and homogenous MTL. The setting uses both the traffic flow of stations and that of roads as the input, and predicting the traffic flow of the exit station and that of the road at the same time (bold in table) is superior to other settings. It can improve the accuracy of prediction for stations and that of prediction for roads. Although predictions for roads and stations are heterogeneous tasks, they are related to each other. Stations connect all the roads and form a transportation network. Vehicles arriving in an exit station all come from nearby roads. Therefore, two different kinds of tasks can mutually benefit from each other via information and weight sharing. It also validates the claim of MTL that only integrating related tasks together can improve the final performance. From the result, we can also see that the data fusion in the input also plays a positive role in prediction. However, the effect of MTL in the output is more obvious than that of the data fusion in the input. MTL in the output can learn shared representations via weight learning and sharing. It works in the whole process of structure learning, whereas the data fusion only takes effect on the input.

Finally, we investigate how to make MTL more effective. In previous experiments, we simply put all tasks together. Here, we use the idea of grouping to find tasks with strong relations instead of training all tasks together. As introduced in previous sections, we proposed a grouping method based on the weights of the top layer on the deep architecture. We compare it with other grouping methods, i.e., random grouping, clustering by flow, and clustering by flow variation. Flow variation is calculated as

$$v_{i,j} = \frac{f_{i,j} - f_{i,j-1}}{f_{i,j-1}}.$$  \hspace{1cm} (10)  

The input vector for grouping by flow is the average traffic flow and the average traffic flow variation in 96 time intervals, whereas the input vector for grouping by weights is the weights in the top layer, as introduced in Section IV. We use \(K\)-means as the clustering method for the aforementioned three grouping methods in the experiments. The only difference is the input vector. The number of clusters is determined by the performance on the testing set, and we use the best performance for comparison. It is different for each approach.

The results are reported in Table IV. The WMA on the EESH is for station flow prediction. The accuracy of random grouping is similar to single-task learning. It implies that training unrelated tasks cannot improve the performance. Therefore, grouping is necessary in MTL. Among all grouping methods, grouping by weights performs the best. It can outperform single-task learning by nearly 3%, whereas simultaneously training all tasks can only improve by about 0.6%. Notice that heterogenous MTL with many extra inputs can only improve...
TABLE IV
PERFORMANCE OF DIFFERENT GROUPING METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>WMA on EESH</th>
<th>WMA on PeMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single task learning</td>
<td>79.97%</td>
<td>89.71%</td>
</tr>
<tr>
<td>Grouping all</td>
<td>90.54%</td>
<td>90.56%</td>
</tr>
<tr>
<td>Random grouping</td>
<td>79.99%</td>
<td>89.75%</td>
</tr>
<tr>
<td>Grouping by flow</td>
<td>80.99%</td>
<td>91.42%</td>
</tr>
<tr>
<td>Grouping by flow variation</td>
<td>81.33%</td>
<td>91.41%</td>
</tr>
<tr>
<td>Grouping by weights</td>
<td>82.37%</td>
<td>91.74%</td>
</tr>
</tbody>
</table>

1.5% when training all tasks jointly. It can be seen as a relatively large improvement in the traffic flow prediction problem. Grouping by traffic flow and its variation is also better than grouping all tasks. This verified the claim that we should find related tasks for MTL since the weights in the top layer of our deep architecture are related with top-level feature representation. It also validates that unsupervised feature learning is effective in traffic flow prediction. Since we only predict roads with traffic flow in the top 50 in the experiments on PeMS, these roads are not spatially related to each other. It is interesting that grouping by weights would cluster nearby roads together when examining the results of grouping. The traffic flow and the flow variation are similar in nearby roads so that nearby roads would be also grouped together in grouping by flow and grouping by flow variation. The final grouping results between the three clustering approaches are slight. However, the traffic flow in nearby stations may vary a lot. The advantage of grouping by weights is more obvious in the results.

To summarize, MTL can be incorporated with our deep architecture easily and effectively. Both homogeneous MTL and heterogeneous MTL are useful in traffic flow prediction. The most optimal approach is grouping related tasks together. Our deep architecture for traffic flow prediction can provide helpful information for task grouping.

V. CONCLUSION

In this paper, we have presented a deep architecture for traffic flow prediction, which has been implemented as a stack of RBMs at the bottom with a regression layer at the top. The stack architecture at the bottom is a DBN, and it is effective for unsupervised feature learning. This is the first work employing deep learning in the transportation area. Without hand-engineered feature extraction and selection, our architecture can learn a good representation of features. The top regression layer is used for supervised training. We employed the idea of MTL in our deep architecture and examined that the overall performance can be improved via the MTL scheme. Furthermore, we proposed a clustering method based on the weights at the top layer of our architecture for task grouping.

From experiments on two real traffic flow data sets, we demonstrated that our deep architecture can improve the accuracy of traffic flow prediction. With limited prior knowledge, it can learn effective feature representations. Our experiments also show the validated effectiveness of MTL. Both homogeneous MTL and heterogenous MTL can improve the generalization performance. Next, we presented that the most effective way of MTL is grouping related tasks. The result of our approach can outperform the state-of-the-art approach with near 5% improvements. It is a promising start of applying the deep learning method to transportation research. It implies that deep learning is not only effective in neural-related areas such as image and audio recognition. For other complex systems, it is also useful.

There are still many potential studies to do with regard to deep learning in transportation research. One study is using temporal deep NNs instead of static networks. Deep learning is traditionally used for static tasks such as image classification. The problem of how to use temporal information in traffic flow prediction would be interesting and valuable to explore. Another possible direction is building a robust prediction system based on a deep architecture. In a real application, many problems, such as missing data and data noise, would make the theoretically sound approach not practical [27]. A deep architecture is more robust than other methods due to its complex structure. It is important to use this advantage for building a practical prediction system. Finally, it would be interesting to investigate the effectiveness of deep learning in urban transportation systems. A highway is a simple transportation network, whereas urban transportation may be much more complex. A deep architecture may show its advantage in such complex systems.
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